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Lesson 5_Value_Alignment

Value Alignment 
What is intelligent?

There is no a universal definition, because it does not exist a single kind of 
intelligence. We can think about intelligence as the ability to adapt to new 
scenarios.

What is Artificial Intelligence? 

"The science of making machines do things that would require intelligence if done by 
men."

M. L. Minsky (one of the father of AI)

"AI systems can either use symbolic rules (top-down approach) or learn a numeric 
model (bottom-up approach), and they can also adapt their behaviour by analyzing 
how the environment is affected by their previous actions."

HLEG on AI  (High-Level Expert Group https://digital-
strategy.ec.europa.eu/en/policies/expert-group-ai)

Regardless the kind of definition of AI we want to use, we can split it into 2 
categories:

Narrow AI: the ability to perform very specific tasks, reaching super-human 
performances in very specific domains

General AI: the ability to perform general tasks, reaching super-human 
performances in every domains (HLEG defined it "unrealistic")

The value alignment problem
Intelligent agents are systems that perceive and act in some environment. Progress 
in AI research makes it timely to focus research not only on making AI more 
capable, but also on maximizing the societal benefit of AI, by interdisciplinary 
research and performing cross-pollination between fields (psychology, CS, 
maths ecc).

https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai
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Inizio descrizione del paper

Russell, S., D. Dewey and Max Tegmark. “Research Priorities for Robust and 
Beneficial Artificial Intelligence.” AI Mag. 36 (2015): 105-114.

The paper underlines the necessity of an interdisciplinary research, a cross-
fertilization process. 

The paper identifies some short-term research priorities:

Optimizing AI's economic impact

Labor Market Forecasting (undertand which is the impact of AI in the market 
(foto sotto))

Other Market Disruptions (we need to educate people in change their goal in 
the market, since some occupations will not be present in the future, do to 
AI)

Policy for managing Adverse Effects

Law and ethics research

Liability and Law for AVs (i.e. autonomous vehicles)

Machine Ethics

Autonomous Weapons• Privacy

Professional Ethics

Policy Questions

Computer science research for robust AI

Verification

Validity

Security

Control

AI in Business Functions 

Source: Chui, Michael, and S. Malhotra. "Ai adoption advances, but foundational 
barriers remain."  Mckinsey and Company (2018).
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Ai benefits 

Source: "Global AI Survey: AI proves its worth, but few scale impact". Mckinsey, 
2019
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La qualità di queste immagini fa schifo, ma era così anche nelle slides...sorry :(

The paper identifies some long-term research priorities:

Verification

Security

Control

Value-alignment: ensure that the values embodied in the choices and actions of AI 
systems are in line with those of the people they serve.

“Success in the quest for artificial intelligence has the potential to bring 
unprecedented benefits to humanity, and it is therefore worthwhile to investigate how 
to maximize these benefits while avoiding potential pitfalls” (from the conclusion of 
the paper)

Fine descrizione del paper 

Now the question is: how can we represent values, norms and principles in 
order to use them to solve the value-alignment problem?

What are values, norms, and principles?
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Paper: Wallach, Wendell, and Shannon Vallor. "Moral Machines: From Value 
Alignment to Embodied Virtue." In Ethics of Artificial Intelligence, pp. 383-412. 
Oxford University Press.

Values are quite complex to define, but let's focus on a more practical perspective:

values and valuing can be grounded in a simple valence (e.g., Like or dislike, 
preference for an entity, etc.)

they can be

intrinsic or unconditional (e.g., moral values)

extrinsic or conditional (e.g., assigned by an external agent)

On the other hand, norms, duties, principles and procedures are used to 
represent 

higher-order/primary ethical concerns

judgements in morally significant situations

accepted practices/proscribed behaviors

We should try to integrate norms, values, etc. in intelligent agents, but most of the 
times values, norms and principles are context-specific, so there could be 
infinite domains, and this is a problem.

Thus, some questions arise:

AI systems might learn all norms, but how deep should we go? 

Which are the possible consequences? 

And what about Black Swamps (unforeseen, low-probability, high impacts 
events)?

How can we teach norms to AI systems?

There are two approaches:

Top-down: it considers an ethical theory specified a priori (such as 
utilitarism, contractalism, ecc.). It scales poorly and we have few way to 
change the assumptions and adapt to new situations, since the model is 
defined a priori.

Bottom-up: it learns what is acceptable or permissible through learning and 
experience. This approach has problems with biased data for example (i.e. 
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data may be not representative of a scenario or they may be unbalanced, 
etc.)

But there are many AI limits:

Natural Language Comprehension is very poor 

 Reasoning is very poor

Learning from few samples (bottom-up approach needs huge amounts of 
data)

Abstraction is very poor, and abstraction is fundamental to adapt knowledge 
in new scenarios

Combininglearningandreasoning

Ethics Limitations:

Bias

Blackbox

Adversarial Attack

AI and Bias
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Source (guardate qua, perchè l'immagine nelle slides aveva pessima qualità)

What does it mean that an AI system is biased from the lens of ethics?

That is acts against something of someone

That it has misleading behaviors

Thus, is the technology unfair?

Well, systems may be undermined by

Unbalanced data

Bias embedding

Unseen scenarios (such as very different ethical principles )

Let's  look at some examples

https://en.wikipedia.org/wiki/List_of_cognitive_biases
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 Face Recognition: https://www.ajl.org/

China Social Score: https://www.wired.co.uk/article/china-social-credit-system-
explained

Adversarial attack

https://www.ajl.org/
https://www.wired.co.uk/article/china-social-credit-system-explained
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https://thispersondoesnotexist.com/

https://thispersondoesnotexist.com/
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Some applications
How can we constrain AI systems in order to avoid the above-mentioned issues?

Solutions on which Loreggia worked on (quindi vanno sapute bene direi):

A Notion of Distance Between CP-nets

 Metric Learning for Value Alignment

When is it morally acceptable to break the rule?

Genetic Approach to the Ethical Knob

The first two are based on preferences: the system learns which are the weights 
used by people to judge a situation, and uses these preferences to make 
comparison and to verify whether an intelligent agent is behaving according to the 
learned moral system or not.

The third method is linked to "the way in which humans decide how they decide" 
(parole testuali del sommo) : sometimes we use an utilitarian approach, other times 
a deontological, ecc. So this approach is focused on understanding how people 
switch from a way of thinking to another.

The last approach tries to combine preferences of individuals and autonomous 
decision making systems from an autonomous vehicle in order to understand how to 
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behave in peculiar situations. In particular, it aims at understanding how to make 
decision according to law, but also in agreement with individuals' preferences

Wired Article: https://www.wired.com/story/when- 
bots-teach-themselves-to-cheat/

DeepMind List: https://t.co/mAGUf3quFQ
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Example: reinforcement learning agent goes in a circle hitting the same targets 
instead of finishing the race (https://www.youtube.com/watch?v=tlOIHko8ySg&t=1s)

DeepMind and others released AI Safety Grid World posing a number of challenging 
RL tasks: https://arxiv.org/abs/1711.09883

https://www.youtube.com/watch?v=tlOIHko8ySg&t=1s
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To represent preferences they adopt the so called s Conditional Preference 
network (CP-net) which is a graphical representation of preferences, where each 
node is an attribute/feature in the scenario. Each node has its own domain.

CP-net allows to represent very specific kind of preferences: conditional preferences, 
i.e. preferences where some variables can be dependent on other variables.
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Example: 

Loreggia's preferences in dinner. MAIN (main course) and ENT (entrainment) are 
independent variables, while DRINK depends on MAIN.

Loreggia prefers VegPasta over Fish and Tv over music. The preferences on 
DRINK depends on MAIN.
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There are 2^3 = 8 possible situations, listed on the right and ordered discending 
according to Loreggia's preferences. The arrows refer to change 1 single 
variable. The solutions on the same levels are incomparable in terms of 
preferences.

On the left we have the CP-net that is more compact than the graph on the right.

To understand whether two agents disagree or agree, we first need to compare their 
CP-nets.

How can we measure how similar two CP-nets defined over the same set of features 
are? 

With Kendall's Tau



Lesson 5_Value_Alignment 18

penalty parameter p in [0.5,1]

Here an example

 In the image we have: CP-net1 and its  partial order  (leftc);  partial order of CP-
net2 and CP-net 2 itself (right)

The distance is 1.5 KT (not normalized)
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KTD required the partial order to be computed, and the partial order can be 
quite expensive to compute (we need to consider all the possible outcomes). 

Thus, we should find a more efficient way to compute KTD without the partial order. 
But it is not possible, we can just compute an approximation for a specific kind of 
CP-nets:

– CP-nets built on the same set of binary features 
– Acyclic

– O-legalality: there is an ordering O of the features such that if there is an edge 
X->Y in the CP-net, then X comes before Y in O

Thus, instead of considering all the partial orders (below)

We focus on the linearization (below). Th is linearization is called CPD
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Non vuole che si vada nel dettaglio della formula sotto
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The normalization step consists of making  any variables influenced by some other 
variables in one CP-net to be influenced by the same variables also in the other CP-
net.

The count step consists of applying the CPD formula.
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Red arrows identify the different ordering in the two nets

Possible applications in Ethics of this distance 

Being able to compute distances among cp-nets or partial orders makes us able to 
perform some kind of ranking among preferences, and therefore describe any kind of 
deviating actions from the desired one (non è stato chiaro per niente, ma se volete 
riascoltare è 2h 13m della lezione del 22/03/2021).
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Example: an autonomous vehicle has to decide whether to swerve or not in front of 
few/many dogs/humans (l'immagine fa schifo, lo so...)

The first threshold (t1) is related to the difference between the two CP-nets (i.e. it set 
the degree of acceptable disagreement between the two CP-nets), one cp-net will be 
the normative system defined a priori. 

If the distance is greated than t1, then we have to search for a less preferred 
decision that is closer than t2 to the optimal ethical decision.
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When Is It Morally Acceptable to Break the Rules? A 
Preference- Based Approach
Motivations of Loreggia et al. paper:

Investigate when humans find acceptable to break the rules

Providing some glimpse of our moral judgement methodology

Investigate when humans switch between different frameworks for moral 
decisions and judgments
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Model and possibly embed this switching into a machine

They consider 3 main ethical models:

Deontology: following common rules that have been agreed upon by us or 
society 

Utilitarianism: evaluating the consequences of the possible actions before 
deciding

Contractualims: finding an agreement between the parties involved

Let's consider a specific example: in line scenario, is FIFO always true? 

It depends! Under certain conditions, we are allowed to cut to the front of the line 
without waiting.

We would like to find a Triple Theory

Nowadays does not exist a model using the triple theory to guide an AI system.

In the paper, they made an experiment.

Experimental details: 



Lesson 5_Value_Alignment 28



Lesson 5_Value_Alignment 29

Loreggia's proposed an example to us (MENTIMETER):

In their experiment they model subjects preferences using CP-nets where there are 
scenario variables (to describe different scenarios of the experiment), which 
influence people's evaluation variables. Then the evaluation variables determine the 
way a subject makes his preference at the end.
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They perform some statistical evaluations of the collected data to define the final CP-
net.
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Conclusion


