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Lesson 3_Responsibility and 
automation in Socio-Technical 
systems 

These are the questions behind this presentation. 

We are interested in the topic of responsibility because we, as a society, can make 
choices, also in the design of technologies. 
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Hart is a famous person that with this story tries to summarize the only the possible 
sense in which we can use the term responsibility. 

Here we have various ways to understand the idea of responsibility, but they have 
different sense. 

Some of them are active sense: when talking about of being a responsible person 
we think of a person that in carrying out  the task associated to his role is behaving 
in a responsible way.

The we have also some passive idea of what responsibility is: when we talk about 
of blaming someone for being morally responsible or legally responsible (i.e. being 
subject of the legal consequences of his/her action) or the think of responsibility as 
accountability in the sense of to be the person that is asked to give an explanation or 
is asked to explain what happens (this is also linked to the etymology of the term 
responsibility)
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Other notes: 

Task responsibility: In the context of complex systems one important way to 
talk about responsibility is the executional task: we say that a person is 
responsible for the execution of a particular task, and is associated also to a 
particular role associated to the position that the person has inside the 
organization. For example we usually associate to pilots a certain task that 
should  be carried out to make sure that the fligth will be conducted in a safe and 
efficient way. 

Aretaic-responsibility in the context of virtues behaviour. 

Causal responsibility:  in the example of the story is the fact that the 
commander consider the responsibility for the ship disaster related to the storm, 
not to himself.

Accountability responsibility:  when we mean that someone has the role to 
explain what happened. 

All these definitions of responsibility can overlap in some cases. 
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Blameworthiness-responsibility: moral responsibility. 

Capacity responsibility: a person that is adult and not child, or a person that is 
drunk and not not-drunk, has different responsibility in the meaning of the 
capacity to act 

Liability: in the sense of 'legally responsible'. From a legal pov the responsibility 
is usually associated to the obligation to compensate damages or to be subject 
to a punishment. Disciplinary-liability is the case in which is not the law to 
express the obligation but for example internal rules are the limitations. 
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To describe these complex systems that are subject of institutions, technology and 
people we can describe them as socio-technical systems: understand system as a 
combination of 3 main components. 

People working in the system 

Technology (hw or sw used inside the system) 

Institutions (all the set of rules that describes how the technology should be 
developed, used and how people should behave in order to fulfill the tasks, the 
internal rules and procedures comprising also the manual that shows how the 
technology should be used.)

Understand the interplay of these 3 things concerns the understanding of the role of 
responsibility. 
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Examples of socio-technical systems

air traffic  

public administration 

healthcare systems 

—> Systems in which we have a lot of technology and in most of the cases are 
highly regulated. 

Responsibility is partly given by the law, but humans design the law, and also partly 
given by the design of the technology. 

In a system in which we have a good treatment of the responsibility it means that we 
are in front of a situation in which we are maximizing the efficiency while reducing 
the costs.
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In the last years we had a huge increasing of air traffic —> to manage correctly 
everything we need to introduce an higher level of automation, substitute many 
procedures that are currently carried by humans with technologies (and in the future 
with AI possible) and also integrate all systems that we have in Europe; because 
usually the control of the air space is considered as part of the sovranity of each 
single state and still in Europe we have still not a single air space. Each single air 
space, despite some few international rules, has its own specific rules (concerning 
for example how each organization is in charge of the safety or how each 
organization organized the space and so on)
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In the future every single aspect of the management of the traffic will be integrated. 
We are talking about technologies that will be deployed on airports, on each single 
aircraft. 

We will manage aspects as navigation, collision avoidance, communication between 
aircraft and other operators on the ground and so on —> high level of automation. 

What are the implication of such introduction of automation?



Lesson 3_Responsibility and automation in Socio-Technical systems 9

The more we introduce automation, the more we will assist to a delegation of 
task from operators to technology. We have to specify that not always 
introducing automation means move the responsibility of a task from a human 
being to a technology substituting it. Introducing automation means a radical 
change that completely changes the way in which we deal with a particular 
aspect. The way in which we solve a problem is completely changed (not only 
one task). 

We still have humans most of the time that, with the introduction of automation, 
instead on being executors, are transformed in controllers and supervisors 
executing the task. 

In the future we expect not only automated systems, but systems in which we 
have Artificial Intelligence and in some way cognitive skills —> cognitive tasks 
that have a rule in the decision making processes

At the same time is true that we are introducing the technology because we want 
to make the system more efficient (and in the aviation make the system more 
efficient means maintain the system at least as it is today) but at the same time 
the introduction of automation increases the complexity of the system. On one 
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side the we introduce the automation to increase safety, but on the other side the 
introduction of automation increases the technological complexity of a system 
and we are also making procedures more complex and also many actors will be 
involved in the future for the fulfillment of the task. So in the future there is the 
possibility to have so many actors to be impossible to find the responsible 
of an accident —> problem of 'many hands'

Automation is not just substitution of human operators, but it is introduced to support 
the humans in doing the task. 

The problem is, always from the pov, is that some of the operations require 
cooperation between humans and technology: human-machine interaction. 
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Automation is not present in the same way in all the different situations. Different 
tasks will involve different functions (physical or cognitive) which in turn implies the 
adoption of different automation solutions. 

So we will have different degrees of automation in relation to different kind of 
functions → this will change the way in which we will understand the 
relationship between the humans and the automation and, as consequence, 
also the way in which responsibility is allocated between all the actors. 
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LOAT = Level of Automation and Taxonomy (taxonomy of automation used in 
aviation)

4 columns describe the 4 main cognitive functions related to the automation level 
(raws) 
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Dynamically use the resource of traffic control : instead of having a fixed number of 
controllers, you have a controller that is not required to be in an airport, that can be 
assigned dynamically to different airports.
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Area Control Centers: most of the work of traffic controller is not in the airport but in 
the traffic area control. Controllers make use of technology to acquire more 
information in a form that has been already analyzed by the computer. For example 
the traffic controller may ask to the computer to show vectors that can give visually 
an idea of the direction of each single flight. 
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AMAN = Assistant fo Arrival Manager → it is a technology that creates a plan for the 
departures and landings in an airport. The idea is that the system proposes one or 
more decisional alternatives to the human and leave the freedom to the human to 
select one of the options provided by the system or to move to a completely new 
strategy out of the box
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Autopilot: here we have automation in execution of the actions. The technology  is 
driving the aircraft. To do that the technology should be activated by the human and 
the human has always the possibility to override the function of the autopilot → the 
human is supposed to monitor the functioning of the system and the interrupt the 
execution by the function of the autopilot. 
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ARGOS: technology developed by the government that in the future is supposed to 
replace a traffic controller. Traffic controllers have very limited resources. In the 
future, in order to co-op with the traffic is important to find a way to replace partially 
or completely a traffic controller with the technology. ARGOS is different from the 
autopilot because is the technology that has to activate the human when is the case 
and not the opposite. So we can fo other activities until ARGOS call us. It solves the 
problem of managing all the flights, ensuring that all the flights are sufficiently 
separated each other to do not incur in risky situations. 

As long as the system is not able to find the solution or make some mistakes it is still 
possible to call the human to help it. 
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European project.

Idea: in the future in order to reduce the cost of the pilot we will have only one pilot. 
What if the pilot is unable at some point for some problems to keep the control of the 
flight? Who is going to make sure that the pilot will land safely? Idea is to have 
technologies to check whether or not the pilot is unable to control the flight and in 
combination with additional technologies and humans on the ground be able, by a 
re-distribution of the tasks associated to the responsibilities, to safely land the 
aircraft. 



Lesson 3_Responsibility and automation in Socio-Technical systems 19

We need to discuss responsibilities in which a human has to take a decision under 
the suggestion of a technology. What is expected from a human operator? Which is 
the responsible for the action in that case? 
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If there is a technology in which there is no automated task of course the 
responsibility, like the legal liability, is under the human responsibility

If I substitute all humans with a technology I will have the opposite situations. 

Can we have situations in the middle in which the responsibility is 50-50? No, 
because situations in which we have an interplay between humans and 
technologies are situations in which the system is much more complicated, first 
of all in terms of human-machine interaction and therefore there are many things 
that need to be taken into account, many more tasks to be carried out by the 
technology and by the humans. Therefore, whenever you have a task, you have 
the risk to have the task responsibility; namely the fact that one of the 2 actors 
(the technology or the human) is not able to execute the task. 
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In situations in which humans and technologies interact you have high 
fragmentation of tasks. 

If we have a technology which does not expect any intervention of the humans, we 
are limiting human -machine interaction, which means that if we look at the side of 
the manufacturing of the technology, we do not need to make sure that the 
technology should inform the operator in the correct way. On the other side you do 
not need to train the operator to make him know hoe to manage the technology. 

For an ethical and legal point of view we always to ensure that a technology is 
under human control → take care of the design of the HMI. 

On the other side we always to have in mind that considering interaction between 
technologies and humans make the systems more complicated and is source of 
responsibility risk and also from a legal point liability risk.
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There are 2 important trends in the topic of how to share responsibility and liability. 

1. When in the future we will have full automated systems we do not want the 
humans to be the frontline of the responsibility. We want to the system to be safe 
→ whenever in the system there is a person that knows that in case of a failure 
or situations in which you are near to a failure, the responsibility can be traced 
back to that person —> the person will have no incentives to report about the 
failure. If we have a situation, for example in which we have a pilot interacting 
with a technology and the pilot makes a mistake, which maybe partially 
reconducted both to a bad behaviour of the pilot but also partially to a bad 
design of the HMI; let's alspo say that at the endy of the day the pilot is very 
lucky and we do not have the accident → this is what the expert of safety call a 
"near accident" a "near failure". So unless it is the pilot to take the initiative to 
inform the rest of the system that there was that risk, you will not know anything 
about this risk and there this failure will disappear. The idea is that we want to 
find a good balance between creating the incentive to people to report their on 
failures and to the other side avoid that these people instead prefer to do not so 
(because for example if you are a pilot and you confess that you made a mistake 
you will be sent back to training for example). On the other side you do not want 
that people know that they are exonered by liability because otherwise you 
would have the opposite risk → people taking unnecessary risk → this is a 
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problem not only for the people that deliberative want to make an accident —> 
this is the case in which a pilot over-trust the technology → being so confident of 
the capability of the system to protect myself regardless of my failures that for 
example I will decide to put the aircraft inside a storm because i know that the 
technology will support me in navigate the aircraft. 

So idea of this trend is that we should limit responsibility of humans. 

To what extend we can relate the decision making authority to the humans? 
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This technology is particular because contrarily to the assumptions, here is the 
technology to have the 'last word' in the sense that this is a technology that makes 
the last safety net before a collision. Theoretically in a perfect world this technology 
would not be used. We talk about situations in which we are in the 40 s before the 
crush. TCAS is deployed on each aircraft. Whenever 2 TCAS come in contact they 
generate a warning in the traffic advisor. After informing the pilot the 2 aircraft 
negotiate a way to avoid collision. The best way usually is that one aircraft goes 
down and one goes up, to increase the space. In this moment is the technology to 
give commands and the humans has only to execute the orders. In those 30s 
the pilot disregard any other order. Best way to avoid the accident is following the 
technology. 



Lesson 3_Responsibility and automation in Socio-Technical systems 26

Legal Case is a technology which is developing to judge the responsibility of different 
cases and provide suggestions and ways to solve the problem also with intervention 
of the designer of the technology. 


