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Lesson_13_Ethics_of_filtering

The DSA will replace the old directive about e-commerce and will try to regulate all 
those platforms that provide digital services and environments that are useful for the 
users to exchange information through user-generated content. We should bear in 
mind that UGC is a way for users to self-express. 

Moderation is mandatory in this kind of environments. It is a set of techniques used 
for an active governance of the platforms and ensure the users' interactions are 
productive, pro-social and lawful without any harm.
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Filtering is needed sometimes to prevent unlawful and harmful behaviours or 
mitigate possible damages that may derive from them. It is considered filtering any 
kind of technique that is used to ban or remove content from an online platform.

Taxonomy

The above taxonomy describes the characteristics that distinguish different 
techniques that can be used to filter out contents. 
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If the filtering action takes place before the content is published, we talk of ex-ante 
filtering, or if the filtering is performed after the posting, we talk of ex-post filtering.

The latter is a reaction that the platform can enact to spot any kind of illegitimate 
content and we can make a further distinction: 

Reactive Filtering: performed after the content is published and it has been 
signaled by the users, so the platform reacts and examines the content deciding 
whether it should be removed or moderated in some other way.

Proactive filtering: the platform's policy could be that after the content is 
published is also checked to identify possibly illegitimate content. 
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Secret filtering: the user is not aware of the filtering action. 

Transparent filtering: the users are aware that exists some kind of filtering on 
the platform. 

Contestable filtering: users are allowed to send messages to the platform 
and contest the decisions it made on the filtering.

Non-Contestable Filtering: the users cannot complain on the filtering 
action. 

Who applies the filters?

Automatic filtering: some kind of AI technique examines the data/information 
and decides whether it should be filtered or not.
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Manual filtering: when the data are examined by human moderators. 

Hybrid filtering: combination of the two above. For example, we may have a 
first level of automated filtering that spots potential unlawful messages and and a 
second level of manual filtering that polishes and avoids possible errors 
performed by the first level . 

We have different techniques, as we have seen above, but we have also different 
kinds of media. Diverse content can be shared on digital platforms by the users, and 
the type of content (text, audio, video etc.) changes the type of filters we are going to 
apply. 

For example, hashing and fingerprinting use an algorithm to change the input's 
dimensionality adding a unique identifier which is compared with a database of non-
abusive or copyrighted fingerprints, in this way we can identify unlawful or 
copyrighted content. This is the easiest way to check for unlawful content but is also 
very easy to deceive: small changes in the input can change the unique id, making 
the matching with the database impossible. 

AI techniques are being used to overcome this kind of shortcomings, trying to 
understand the content of the uploads (NLP for text, DeepNN for images...), but they 
can be fooled too. 
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This is a high level schema of how this techniques work. 

1. The user tryes to upload some kind of content.

2. There's a first level of automated filtering that tries to understand if the content 
can be problematic. It classifies the message in 3 different categories: 

Not harmful: the message can be published, and user can flag in the case 
that the AF was mistaken (usually AF are based on ML approach, therefore 
prone to errors). 

Uncertain:  the input nature is not clear, a second level of human moderators 
kicks in and try to classify the input.

Harmful: the content is removed before being posted, and again the human 
team checks if the content is righfully classified.

All the feedback from the moderators is then inserted in the training data of the AF, 
to improve its performances.

Epic Fails
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Artificial intelligence techiniques and algorithms lack of common sense. For 
example, they will take the guideline of banning ANY images of nudes strictly, even if 
the image shouldn't be banned like in the case of statues. 

A video of a terrorist attack in New Zeland was broadcasted live and became viral on 
many different social networks. None of these platforms banned the content because 
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their filters were not able to automatically recognize it as harmful and block it. On the 
other hand, youtube blocked in 2017 many videos of the civil war in Syria. 

The content of these videos is very similar, so why is one banned (the wrong one) 
and the other isn't? [ideally we would want to ban the terrorist attack video and 
publish the on about the Syria] This is another example of machines having a hard 
time to distinguish the content, especially in videos where there are a lot of different 
media (audio,images..) and a lot of information. Also, the broadcast live leaves little 
time to analyze the content and decide whether it should be banned. 

Towards Transparency...
As we said, these techniques might make some mistakes and the bigger the 
platform, the bigger the number of users that might be involved in those errors. So, 
there are many initiatives, Santa Clara among them, that try to push companies to 
be more trasparent  and publish more information on how the filters work, so that the 
users can better understand what's going on.  The Santa Clara principles are 3 and, 
if followed, should help to be more transparent. 

Company should be transparent on the quantity of content and users are stopping 
through the filtering. 
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The company should make the users aware of the reasons why their contents are 
banned or stopped.

When users are notified about a possible suspension of their content they should 
have a way to ask to reconsider the decision and possibly public or at least have an 
explanation on why the content is stopped. 
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This initiative started to design a transparency report which describes the statistics of 
the different categories affected by the filtering procedure. 

There are several issues related to this technology that may influence the users' 
information elaboration.

Echo chambers & filter bubbles: the filtering creates an environment in which 
opinions become fragmented and for users is more difficult to process 
information or to change their minds, since most of them think in the same way 
within that specific environment. 

Censorship: finding a the right level of censorship is a key point to have the 
right moderation without violating the users' rights.

Fake news: with the technological progress, specifically GANs, it has become 
harder to tell apart fake content from "natural" content and classify fake news 
correctly (e.g., DeepFake). 


