
Lesson_11_Claudette_System 1

Lesson_11_Claudette_System

The Claudette System
Automation of personal data and consumer law enforcement using AI

This tool has been developed because we reveal a huge amount of personal data on 
the web and among them there are sensitive information

AI used by organizations who gather those information affect individuals, particularly 
the customers, in various ways (slide). This is the reason behind the developing of 
Claudette: its developers believe that AI can be used to unlock consumers 
empowering technology. 
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Claudette is a machine learning system based on supervised learning that could 
potentially detect unfair clauses in Terms of Services (ToS) and Privacy Policies 
(which nobody reads, let's be honest), which may be present even  though 
regulations on their content exists. [NGO: non governmental organization].
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In the slide above we can see from which services they took the terms. To decide 
which terms should be included in the dataset they used a geographical criterion, the 
time of service enstablishment, the number of user and so on. 

To label these documents, they started from the general definition of unfairness 
contained in the unfair contract terms directive. In the slide above we can see one 
article from it. 
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On that general definition, they defined the categories of clauses they wanted to look 
for and analyze. 

Unilateral change: clauses that state that the service provider can unilaterally 
change the contract without the user's consent.

Content Removal: the service provider is allowed to remove unilaterally some 
content.

Jurisdiction Clauses: related to the court, in the case the user wants to start a 
judicial proceeding. 

Choice of law: which law is applicable in case law (giurisprudenza). 

To each clause type they associated a xml tag and to each tag they appended a 
grade of fairness. (e.g, j3 Jurisdiction clause clearly unfair)
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Why the second clause is potentially unfair aside from the consent by using clause?  
Simply by visiting the site, not only we agree to the ToS contract but it can be 
modified in the future and we should check from time to time if there are any 
changes that affect us. 

If the clause states that any judicial proceeding has to be held in a place different 
from the user place of residence, the clause has been considered clearly unfair. This 
is due to the fact that the user might decide to not start a proceeding because it 
would be too expansive to reach the location reported in the clause. 

Why the guideline on potential unfairness of this kind of clauses has been defined 
that way?  
There might be some ambiguities: a clause might be fair if there are other clauses 
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that clarify it. The potentially unfair class covers all the cases where the clause could 
possibly create an unbalance between the signing parts.

Why the potentially unfair? 

For example, the lack of availability of the website could cause damage to the 
consumer who might have need to access to some content or maybe has payed for 
that service. There are some situation that would justify the service interruption 
(force majeure), but it's not the case of this clause. 

Rovio is never liable basically. lol.
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What is wrong in this ToS?

The first clause falls into the unilateral change category, as the company 
reserves the right to itself to change the ToS in their sole discretion. 

It is a consent by using clause because it states that if we keep using the service 
after the ToS change, we agree to it.

System Training
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The experiments the team led followed the Leave-One-Out procedure.

Preliminary results, obtained at the very beginning of the project with the first version of the dataset 
(50 ToS)
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Some results are due to the heavy unbalance of the training set.
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The idea of having an online server is that the user can simply copy paste any ToS 
and after submiting it, the system will assess its fairness. 

Here we can see an example of potentially unfair clauses identified by CLAUDETTE 
and in the slide below it is also reported the rationale that the system used to come 
to that conclusion.

It also shows the score of each rationale: this confidence score is relevant for the 
system's explainability, how reliable the statement is and for the model's inspection.

How could they achieve such results?
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Firstly, they defined the background knowledge to be used by the system and as 
legal experts they defined a list of legal rationales (i.e. a list of possible 
explainations for unfairness) and associated to each an identifier. [Then each 
identifier can be linked to a clause considered potentially or clearly unfair contained 
in the dataset.]

Each clause in the dataset is given as an input to the system, which makes a query 
to the knowledge base and it compares the input clause to be assessed with those 
contained in the knowledge base. From this comparison, we extract the most 
relevant information through a similarity score of the two clauses.  The idea is that 
if a clause is unfair then it might refer to a certain unfairness explanation for that 

Graphic representation of how the unfairness detection problem has been formulated
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specific category in the memory. Then, the most relevant information (i.e. with the 
highest similarity score) is extracted from the memory and aggregated with the 
input, obtaining an enhanced input, which is used to repeat the same process 
multiple times, until all the relevant content has been extracted. This is done 
because the system might not be able to identify at first glance all the relevant 
information. 

At the end of the aggregation phase, the system uses the information gathered to 
assess the clause fairness. So, there is an overlap between the rationales defined 
and the input clause that helps the system to classify the input. 

For example, if we have a limitation of liability clause as input, it will have a low 
similarity score with a rationale about the jurisdiction clauses, which would be 
excluded from the aggregation. 

This approach allowed to increase the system's performances. Given the good 
results on the ToS, the research group decided to extend the system focus to 
Privacy Policies and their compliance with the GDPR. The Golden Standard they 
defined contains how perfectly compliant PP should be in theory and they also 
defined 3 different dimensions.

Comprehensiveness of information: all the information necessary to the user 
(e.g, the name of the controller, the purpose for which the data are collected and 
processed and so on).

Substantive compliance:  there should not be present unlawful practices.
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Clarity of expression: the PP should be framed in an understandable and precise 
language as it should not be possible to find different interpretations of the same 
clause.

For each of this dimensions they defined a list of category to look for and different 
possible levels of achievement. 

The first clause is clearly unfair (differently from what it was considered in the ToS in 
the Consent by using category), because according to an article in the GDPR 
consent cannot be inferred by the use of a service but it should be given through 
positive actions. 

The second clause fails to be comprehensive because it reports just one link as a 
contact, which is too limited since if we do not receive a reply we have no other 
means to reach the Data Protection Officer (DPO) who basically won't be 
accountable.
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For each category has been defined an xml tag and a degree of optimality. 

This clause is considered to be fully informative and is phrased in a good way  
because they specify which data they are collecting and the purposes of the 
collection (this part complies to the substantive requirements). 

Often providers give out only a list of examples (usually not exaustive) of the data 
they are collecting or they define it by describing the interactions with the service 
used to collect data (which can mean basically anything). The result is an 
insufficiently informative clause.



Lesson_11_Claudette_System 15

Take it or leave it approach: you can either accept the use of your personal data or 
stop using the service. Here the consent cannot be considered as freely given 
(GDPR). 

Differently from what we have seen in the ToS, which are contracts, the PPs under 
the GDPR have the duty to inform the user and whenever they change, the user 
should give her/his consent again. When this requirement is not met, and consent is 
the legal base for the processing of a specific kind of data,the clause has been 
considered as problematic.
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The clause above is problematic because the DPO is the one who decides in his 
sole discretion whether or not the changes to the policy affect the user and if he/she 
should be notified (problematic w.r.t. the substantive compliance dimension). 

Cattiva questa.

Extremely Vague
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If the data controller decides to process the data for a different purpose and he 
believes that is more or less generally similar to other (allowed?) purposes, then the 
user has not the right to be informed about those practices. 
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The lists of qualifiers above are indicators to focus the attention of the taggers, and 
possibly the system, to examine whether or not the clause is vague.  

This clause conveys no useful information, is basically  contentless. 
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The assessment of privacy policy is more complex and the result have not been as 
good as the ones obtained with ToS. So they are trying different algorithms that can 
take into account the context, because the PP's frame is articulated throughout 
different sentences, while ToS's sentences can be considered on their own.
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