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ﬁ; Socea_ﬁ eu(ngfr; m mMuSt f,L{_cm j-mb q.spccb a:E ALA_ __:______:,,,._d_
‘t’amae of the "science~ ofl AL, | | _i g s | o I N (el R 225

Lmi O‘M’Lfers of fﬁ@l J'! fnﬁ f'elfafui‘rgn of #7: m.xed r‘egiq a.ml Mr‘d '5"‘13!5%

— |
| - — . = B A

|

{ o o7 | ‘ ! | | | i i | | : | _“__,-
/ﬂlﬁﬂ&r“-[ fﬁf'mﬁ"? focd‘-S‘ of AI msequh slloala/ Pr"’"“""{'} bg quwtec[ge not _;uft tp&cd.tms
|L¢§Jmo[og5, However, AT n‘ﬂ has a te sd'ron{; t-ed,mc,_z Je,,f,;:ﬂ mt s mnjjae,,cg
tity,
’ﬁ&r‘rd“des @'ﬂ'(eptua‘{' and co!”'t”’e 'ﬂSfmeenff fn)‘ maJcl[mp amJ unJerSz‘a.nngJmna’S i,
___Mfﬂﬁe Qm mfemc trOnS |
", The ecomamic, tacial ahd| techmca.( autcomer ,«.bau(d munfg &e s::/c effech‘ of AL rc:tn.rch Pl
,ﬂ_&,m"’ Jaa—f & |
 VThe scientific a.a’tha,gef of Zhe grtn‘;cm.[ 5gnﬁzef:c @Frm,f_h Yol mlind ol Sog;ef.g is unq{gr___‘
Sig.m?’mg by building and Sfmulo.z‘m! B it alk
j-ms of “seientific AL :
______Jmt?a’ef- and explain human Mof na.tur‘n.[ m],‘e([;geﬁce
s emulate them;
||+ ereate new intelligence and its ﬁlﬁofg (Geneml /.fg([.‘!fnce)
PM@”F}’”S freguently claim that What Al and cognitive scientists are ding is a.nthroﬂo-mr
hiz€ _machines by simuloting natural intellience whereas its actually the other Wy \arbecd:
AT thies to “do-anthropamorphize® such concepts by mahing them no longer anthrope centric but
,,ymerﬁ feneral abstract and formalized.
AL mission is nat to just borrow concepts and thegeies | fron] Hamar ahd |s0kiall sciences or yhile
._._,20’154 ‘and _to apply them to techno logy, but it must change Such concepts, madels and theories.
_ur brain and minds vwill be augmented (ewéuffon oft_sdeiall cagmt[m) : g
_tcollactive intelligence and prodlem-selviag,
__‘ﬁ._coffecttye sense- makcing{ie. oul interprefation of 2vents);
Ldld +eollective Knowlecfave cag;tal akd Séw,ng
'—\—‘IOMBCf‘VG cr‘gmﬁ':v‘tg -
T‘—J*‘L”QW "embodiment’ of oY _cafni FiVe repres*ent‘m,‘f‘long
rexternalized and distributed co&mflon and mind )
| a_Qne of the me.in funcfrans af i‘i,e braia [s mfegmtmg q_,nd Q-Mﬁmenfrng fée pﬁr‘Cerea/ NQLIfS a“ﬁ"
H_imnn:m.cres and expe ctalions, | .

= {

~@ Wﬁo ﬁ.e f}I revrolu‘fmn is empoWErmg_ | - ' ' ] |
1“%*”5 fesFﬂnS‘:Me For the mi’radud‘,mn of n.gents whi ch: - | _ |
~—tare] autonomous (pr‘daotwe) and secial; - ' il
Hm.‘“ﬂﬁ-’ni‘c with hamanS by following mrmf (but alse wa(a.frng them 5—5,-,#[5 necelssdr )
_;nt.m [Zg a,Jopt a«,rgoo./(s (net sust executp arders but Tover! he[f,* % |
]::WLM be m.m.re af poszMe d[vpr‘ozona.tran\ and una,ccepl‘a,éte uses gf tl,ese mstramenfs

&ﬁi_‘
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Buxc'nes;-oricnt“{ Al

‘ Recently, AT has always been associated fo industry end Businéss,

alse meral and political philasoe and sefal Sciences. ; i S, P
AT is I»enef”-'cioj Por thf; abd Aj;"?e” imterests, it’s net ﬂeaes‘sa,r:/‘:f A:’neﬁc,ql for Wor)ﬁ_ar:
* Al can be very beneficial for:

+ demodracy;

good marKet with reduced deception and '"M'P“'/“’f"‘m"
+ sociod planning;
» transparency,

whereas it should deal

[2.2] Hidden interests and awareness

. Secqr';z‘g’ Fr.-'n/a,cg‘ wea.r q_m-{ gt’}“'“ are sure very re[evanf js.'st;(,eSJr téu(f n‘o'LL tf’}le mast or f‘ég

anly relevant ones trom Che maral and political point of: view.

' Hidden ilterests, manipu lation of uSeYs/proprammers, and n genera
are not [ess impertant, and scienlists have Lo be aware of Such aspecls. .

* bemaocracy is not a formal and miS informed voting ritwal, there is the need of 1oS/n§ olleat,
awarenessond encoureging rationa( decision maKinf (in which we asK aurselves in Tavor of
whom we’'re aeting). 2

! /nfeldv:!enf Gfentf musSt /‘)e(, s UﬂJerSf'a.na/ nel ﬂ'n(g our go&ff ond how Lo f‘a,t’.'ana.dg
decide, but alse who we're favouring. ,

* Horeovtr, the goals of intelligent agents shoyld be as transparent fa us o5 possible: the
must be able to exploin ws the reasors behind their decisions = cagnitive model of Freasons’
ter goal pracessing and decision ma King.

lIna Lot of circumstances AL will @ither:

«decde tar us;
. give us recommendations oy o 'Little push®;
but they won’t ploy a tulelary role, takKing care of aur god even if in contlict with us.

/ em}:l‘g ng c/é‘mf::&fb.cﬁ

gré
E.g. Recommender systems ore just personadized adver?ising and actVin favour af the seller
dew® Lhon of Lhe user.

* Tut@lary means cor'ing of our individual personal interests, and also helping us under stand:
« commoan nterests and collective subjects;
o hidden contlicts of interests; i
 public good, : i
‘Augmented infelipence als0 means augmented svcial awareness |

@) Houth of truth i

' We ‘re vae(n‘ping. d.(lo"fﬁms for o.scert—a.:'m'ng the r’f:ruf.l:‘ in all the Jo_i‘a.. tlmz"’r Ma,i(n,ﬂf i
online = problem of deciding on which base such algorithm censiders ¢ source o5 reliaple. !
_+ The algarithm should be able 2o J;sfingm'sé between a contlict of values/interests and a mereg
canflict between more or Less credible data | POl : :

; @ Presences in the mixed ,-é,__-_[,ﬁ B - | | : : | : i

_7 ] - The .a.p;,rfc-'r;om.cus and pra(;cr-'vg_..,:nte_léf;pen;é' entities will l.;_e.cgmg presénces c;,,J reolas in the k.
% h.ﬂsr;J_soc;ctl?. dpd mised véalig | | o) 4 ) L) Lkt o] ) |
' Thes raises the prablem of how to manage thest autonomous and oo informed intelligent afesq
| _«which roles S ch e_nti_t;dg W.u,,;[% ih our Life and enviro ﬂ;mentf(‘t.“ bt Supbryisers of g e
1 S R < D W 5N S TR T O e X S AR A G S 51 TV 5 0 G S O T _ liihak,
L é_wbethdr,;wglf_._w_ﬁem as our naem:a»[....,.o'f"ostlez;«:s.,_.41'.512,«,-,',‘,F 2ol thelr voick” aslourF
L own| mental vaict (expanded super-ego), or they'll be exlerna lized, ' : ae

S SR PRI S A R S g

T TR S R 1N A I e Y S 7 7 0
|| Ires. -~-‘-"a'—wfg ,: ‘5_,0:_1_94;1 , .sodw_i_‘un“,,,rwmn, gq{,,,qﬂ(‘nq,&gid_i_se‘ﬁf and consciausness.
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0, bisagreement techno logy

’ + | { ’
\There's ® ‘f:o strong m/e.n:/ogfj “fd r‘eflloflt about sacie ty as coaperation and comimon ntents,
MJ f/m web has fal/(ifuf‘e‘ B llfel/ta,fmf P"[‘{"‘Ai f"_g/mg of "we against them"
\ How/ever, ¢here is no “we™ with common o lues and foo (s which has to be wunitied against the
Fa[,‘f,{(a,/.pow.e"-
.Pppuvk/tlon = C?MPO}‘E{ Of Jff{‘ere"f c[q;;e; yt’hs"‘.’fS, C‘-.‘r"'r:u_c‘,‘/"ﬂ}; a,nJ (U{fd,f es W’tfrl
very different and contlicting values and iterests. ] :
 Political forgef ;“"-ﬁ-‘“f’ﬁmd to represent and protect those differént interests, no? Just
the fgomman -ﬂbcr;fs : som@ caonflicts of interests can be solved and reconciled in & com,
mon '"t—eNSt‘ o e La,rge parl of F"("t"fal/jovernmc’nf deciSion (s not for o comman ad.
thage. ) \
| Conflicts are nob just of views or opinions but of objective interests foo: social comfliets
in foct do nat have a. verbal, cognitive or technical solution based on data and technical
principles, they have & political solution based an compromises and t?ur'(f'b”'um‘
, ConFlicts aré nec@ssary for democracy and progress, as they can change 30tiety infovos
o disadvantaged classes.
AP Jechpqcfes f/lereff the tendency to vete in a self -G/efdnc{,'n‘p’ way and po[,'f!ca.f educa.
tion is mat enough. X
, One of the main tasks of AI social technologies should be ma Xing conflicts emerge s.Z.
cople become aware of them.
. Using web technologies ?o erganze movementS is not se §ood without promoling eritical
th-aninga.nJ counteracting confirmatioy bia.S, prejudices and the “hubble effect .
VAL should be used tq enceurage critical thinKing.
+ Net i’?fem({t‘.“ﬂ (s peree ived as ﬂd‘ﬂ"u'er‘a.r‘djh'cn,t, without e superstructure ,Sponlontous
|| atad| thus! “firee”, ‘democratic.
+ Howe ver, Such perceplion is Wrong, os dafo on the web are often exploited te manigulate
_ (SErs. :
+ There is the need of anf'i-mlum'ﬁa[ad‘iw AI technologies: o tulor inducing meé to wnde r stand
2 -_a‘«nl to f‘ef’[eof: about WI’.‘_{ Ia-m oriented in o <c€riain a’frection, ma M"r’ng me £oNSCiQUS, in_,
| stead of an eatity perSuading me tewards certain choices.

® Concluding remarks

Ll ,,',fhc---réwluﬁon of ICT, of digital monitaring and predicting (by simulation) and of big dota,
_can give to society a “flass where 2o observe themselves™, a “flass of the invisible® reflect,
L ing adso hidden pr‘aun:&f and future pr_ea’ic‘f;a'ons. L
+ AT could help raising owur awareness and ‘making the invisible, visible!
el a | ' : _ Eer—t=r—ttuyl -
i .E_f.é_'f.c‘s, fuidelines for trustworthy AL:

_Th’s‘{"‘—“”?e”r was prepared 55 the High- .Le"d' E’:‘)“NL 5m“f on Artificial Intelligence set
- up by the Ewropean Commission in June £018, o ! | _
BRLl i | _ ‘ ey ) ‘ ‘

_ lawtul, complaing with all applicable laws ond regulations;
- rethical, ensuring adherevce to erth:Tml.__pr:'ﬁciples ond values; | pol s B fodd ;
-t rabust, both from a technicol and social perspective since, even ;w',‘z%l goad in tentions, AL sys.
%‘)I—M_"tgmsi' Ch’,ﬂ!_ C‘lusje--juﬂljﬂ ff&n..t:'o nﬂ.l - hMm, ,,,! ‘ | | i ! | ‘ | ] 1 | | | | } 1 : |

- These requirements should be met throughout fl'e-l--s5?'témi’s';e"’f;'“ie i{"& 4 ‘\L[ei' —— |

“'%‘E‘?"%—AJ;_AI_"_.;gs;E;;! &bﬁi-Per“E‘!t‘_m,S._ﬁ,‘dh-" affecks. in unlawful , one f‘hb—t%.mh.niip@fa.ttei )

‘ . people’s |
LU liticd Togintons is| audul bit usethicnl] an sptansmpus_car. it hits a pedestrian
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Framework for Crustwerthy AI:

i‘: {E Trustworthy AT b ik Jeallt!| o lith fhic Ja&wment
S (| Lawhul Azw| Ethical AT [Robust AI

- Eﬂundaf‘r'ons of tl"u—s—tworf‘g A[_—!—;E €thical pr;p:ﬂe—g—’ * Respect for human Au'&:nom.j

E Adhere to ethical principles ﬁcknawlec{ge and address |’ Prevention of harm

__g’ based on fundamental rights tensions between them + Fairness

RO . Exp(lfg_ér'[ffg

[Realisation of trustworthy AT |7 Key vequirementS |- Human sgency and aversight
/mp(t’ ment the Key re?m-remenf-s Evaluat® ang address these |- Technical robustness and gq_fet‘j

= continuausly throughaut | Privacy and dato gove. e

o the AL system'’s life -Trv.nsp¢fencg

*E. cycl€ via +biv@rsity non-discrimination and

-g £fairné€ss

o Technica( Non-technical| |.Societal and enyironmental m“ée.‘ng
methads mathods Accounta bilits_ 25

n

- [A"ess’”eﬂt of trustworty AL Muséwartg AL assessment list ]

- )

2\ Operalionalse the Keg reguirements  Ta,lor this Zo the specific

s

O AL opplicationr

@chapter 4 : Ethical princigles

‘develop, deploy and use AL systems in o wey that adheres To ethical principles:

crespect for hymon Outonomy
L ﬁf‘BVEntfoﬂ of hg,rm/-
* fairness;
. axpi.‘ca.biliz‘g. . : -
+ Acknawledge and address the potential temsions between these principles.
* Pay particalar affention ta:
« sifuations inyolving more vulnerable frougs S« ch as children, persons with J;'sazbiliiies and.
others that have historically been disadvantaged or are at risk of exclusion; .
« situations which awe charncterised by asymmetries of power or information, swch as betwey
emplogers and workers, or between businesses and consumersa
OAcKnaw[eJJe- that, while br:'qg;'ng substantial 6en¢fff'$ to individuals and society:
+ AL systems alSo pose cerZain risks and may have a negative imMpact including impa.cts whichm

be difficult fo anticipate, iden?ify or meesure (eg.on democracu, the rule of law and dist,

butive justice, or on thel buiwtan | mind itself)); |
s thore °s the need to adopt adeguate measures to mitigate

these risks when appropriate, and
Pro,'oartior?a,t‘etgj to the magnitude of the risk. | .

@ Cha,p;ft,r‘ A ‘Eur'JanCC of rea/f«'.faz_i'_rbﬂ of trustworthy AL!

s Ensure that the development, deployment and use of AL sqstems meet 'the sev@n Key mfummentS’f
brustworthy AL . pate balod ) S
. 1. human agéncy ahd gvers_:‘gki‘}
4. technical vrobusStness and safety;
5. privacy and data governance;
§.|transparetocy ) | SRR 3
5. diversity, non-discrimination and Paipnescl | | Lol d o)
. §. envirenmental and societal well-being; | | | | | ‘
R TR TSN 70 5 19 e S0 T B S T T [ A e e el ok LAt
. Consider technical and non-technical methods fo ensure the imp lementation of Lhase ré?“'ry‘m;d :
\ Fuster pesearch and innovatian Zo help assess Al systems and te further the achie v;meffm I
|| the reguirements, disseminate results and open guestions to the wider public, and systemat’ J
e QT | { ‘ | T TR SR e ) e A ‘




—— — G V 1

tr;,m " new §enera tion of experts in AI lrne efhi o

: n a clear and proactiv 171 e | 2l -
‘ .Cammumcwte' ‘ proactive manaer, information fo stakehplders about the Al

"!5.{‘."’5 capa&aﬁ” t'\nd Limitaions ?”“b{'"! realistic expectaton selling and abpui The man,
1 ,,},ar in \which the f!?u:r'em‘cm‘"s are mplemen tod [a.(:c_ be Zrarspapent whowt the fact that
. thﬁ are dealing with an AL sustem). ! a
- Facilitat® the tmcee»(:;z;"fg and auditability of AL
- x Lk . . |
; " [ﬂyal.lfﬁ ;tﬂ- ;40;:;—"5}, [Jra‘ql’mt f‘e AI Jthem 3 {I{? Cgr[‘!’ a.r,o/ ‘Ozt?f trﬂ,"?’n; “'J 'd.’d’-ri_
H Gion) 5-b. adl SIAKER4LACrS Are aware of and trained in tristworthy AT .
o mindful thatl there might & funda mental tensions between ditcerent prine ol&s and
e # wirements, and thus Canl‘:’nuouslg teereént '

I'O/C”f;(: f‘va_(.u_g_te o nt an ~ wrnicadle
et tm,/g-affs and their solutions. % § 90 | T

systems partictulariy n eritical contexts

f @ Chapler 3 trustworthy AT Assessment

. Adogt o trustworthy Al assesswent List when developing a/epfmmg ar using Al systems pad
" adept it ta the specific use case in which {he system /s éermp applied. 1
'_-}_(!Q";’ﬂ ,mmo(_. that such an assessment [)s{ w,—/[ never be dxf':a,us‘z"we and  the £ ensuring
_‘jrus,twaréﬁg Al is not about ticking éo—t:es, but about continuwaus Z«_‘ identifyin§ and impls
'i_‘menﬁ”vf—'m?“in.gme”m—f ew,laa,i:'ﬂp SoCu'f;'onSI_ ensuring improved outcomes throug howt lfi:;
__Al',ggfgm,'s___[_!fecgcle, while ;'ﬂvaly.r'n( SZale hololers in this.

- @fjé'-&;";n[ss{m;" _G—PF"‘Oﬁ—C/’I i'; AI

TSI
_J‘,_:Jb..c_cusing_ﬁdfic and privete investrments in AT to boost its upla Ke;
|« preparing for socio-economic changes

|| ensuring an dfpropriate ethical and legal framework ta Stremgthen European valwes.
’_‘_:__Aiqﬂdayt,’,, Eurape is behind US and Asia w.rit, investments on AI research.

%—@FJJJ'}EM};C Al
EE i ] 3

fﬁ?aﬁrgfy&éﬁfjég}fﬁ_e _use a_f RI 7:':1‘. éjve ;erVute OF-II“;H;"I.fQ[ and the commeo d :

e P ‘ Lo W Che Service -. n good  with th

_of impreving human welfore and freedom. .y e

_Lﬂaj;m&e_émeﬁts.afﬂf SyStems while ot the same time preventing and mpnimising Cheir

- G R S R S S T |
|| = |

|

@ Ethics vs _L_dg—ty___

_._ﬁ._i___ﬁ____ i - . S ; s - g
_-_:_Ifih_vési-)_n_?_r?tsu'ndigaimg, what should be done, with e §ard to al( inferests at stake
e tliﬁ_a_i.Lti'kﬁ.:_ﬂ (ﬁ;‘c};‘a nerms Shared in a sociely Goa,ssiug including ideas of social/ ;,.'"-'ud.ﬂ
L L | gender reles lefr ) | | : ]
: _ﬁ‘?_f‘_ffﬁc'snrl. ethics =0 vorms | that are viewed o< most appropriate or rational
W= norms i,t},f.,f:,g,}m ‘_q,g(p_ﬂrgd ?Argugb_ institutiona processes and coercive ly enforced

L I | | | ‘ ‘

Suidelines for trustwarthy A1 o

e LT T T T S (R 51 O (N N3 S O 3 L % T W

M lﬂf_Sf"J_ﬁUﬁJ‘ M‘_t&m}uﬂﬂﬁ#h;&un | ﬁ‘k‘ui’bﬂof“ﬂ'ﬂ AI can wluntan‘(g opt to wse thess

B LTt e i it | | |

[ delnes are addressed to all AL Stakel ders designing, developing, deplowing. i ¢

T‘%f!_u'iﬂnp_gnf ’hﬁ.@fédﬁi%&i (in cluding but ot ‘im;fteaf’to ccm; ..:,es,i[;a..f;ﬂﬁ:‘ t
researchers public services governme tagencies, institutions, civil Society o g o A

Miials, workarslond boneqrdes) | | | | 71V 1 LT LU T PN

rtlzii{nq'mgnﬂ_slimdl.s!nc.&ttCQ!M, rights ner impase legal abligaltions tewards | |

(d ethics |
| S Bl

H BN L

)  however recall that (tis the duty of any matural L persen o || |
- M'th;gag-ﬁimz.w%Jhg!a.o‘-a’ua,fmqn.;ﬁ;ﬁtﬁrg.u::jf;ﬁ_m&?}
: | a e ‘ - 150 ey ) S5 A8 N I O e E W -l

__‘ [_I 7}__; 1 | ; [ :‘ I —lu—_:"_—'-‘—:—
R NS Gt bl
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N @ AL should be lautul

SN

* AT Sho U { Wa'tl't: . : c £ F
EU Prr;u:r?:wg(#e Treaties of the Eurepean Union anz(e 1;: y Z"i:‘}: Pr:‘;:;mnt >
EU s€cand L [ations and directives suchas € nen (on R‘eg A
. andery Lawv (Ngu ¢he Free FLOW of NOn—PgrSghD__[ bqtq_ A

the, Broduck Lindiliky hipect K o f eiua[t{:m}:;etﬂ and Hea lth al Work birect; ves) R

discrimination direclives, conswmer: ta . ” )
' o5 ) e conventions (such as the Eiurqp
s UN Human Rights treaties and the Council of Ewraop pean ¢,

vention on Humanm ﬁi&htﬁ')f 5 /
B EU Hember State laws (such as the [talian (asd). dical devices)
' e laws can be horv'tanfa,[ v JomaJﬂ-SFCC-'f"C rules (e.§- on médi€a.. o€ '

O SEEE

® Foundations of trustworthy AL

P« AI ethics isa sub-field of QFF""""/ ethics
o it focuses ow the ethical issues voised by
I . (ts central concern is T identify how AL can
viduals, whether in terms of gualcty of lite, or human
democratic sociely.
| - Ethical tundamental rights: .
. I‘ESpeOf for huwumam ﬂ’f:gm.l-"g %humm J[?W.«-tﬁ encarnpq.sref the idea z‘/la‘f eveéry huma.h 5&}1

possesses an “intrinsic worth" ! iy
l « £reedom of the individual =5 human be:'ngf should remain free to maKe life decisions for

themselves in cluafr'ng (emong other r;'g/,f;) Fr‘gz‘ecz‘faﬂ of the freedom 73 conduct a Aufinegg'
the freedom of the arts and science, freedom of expression, the right to private lite and
privacy, and freedom of assembly and associalion

* respect far demeocracy, justice and the rule of law = AI 545
tic proce $3¢S, hwman delibevation or demacratic ve ting >4s
botare The lawv i

“equal; 4, non-diserimination and selidarity,
= 0 an AL conlext, equality entails that the sustem’s opera

 fairly biased antpuls
s other citizens' right te vote, the right to good admin; stretion or o.ccess te Fu.é[a'c docu._|

_ments, and the ripht to pelilion the adminisitration

+he development, deployment and us€ of A
adyvance or raise conctrns o the good Life op h
atlonamy and freedom, necessary fop,:

temss must nat undermine dema
3 tems, due process” and equal,
including the rights of persons at risk of excecytio
tions cannaet gem’_mée n,

@Et’h.’;a,l principles based on human rights ' ]

1. Respect for human aulohomy
% Prevention of harm

3. Fairnéss

4. E:cpﬁca.én'(itg

,,R“ﬂec'tf" humgm_autonemy

Humans interacting with AL systems must be able to Keep tull and effective self. determinatin
over them selves, and be able o partake in the democvatic process:
e AT Sustems should not unjustitiably subordinate, cacrce, deceive, menipulate, condition
| lherdlbgmans: | | | | L o] g ' sl i
« they should be designed to augment, compl@ment and empowrer humean cognitive, s ol
bbb ltona b bakolicd. Jeal lded Sledl b ) Lok Lol ] ey
« the alfscation ot functions between humans and AT SyStems should ollois | hukenian-oentri
 design privciples and leave meaningtul apportunity for humon choice;
|+ this means securing human oversight over work processes in Al systemms, supparting
_in the worKing environment, and aiming for It}‘ﬂ""-re-a-t:fan: p f--maﬂ-lhin{{-'utr i

humans -~
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2 tion of hmm
—ﬂ Preven

ms should neither cause
‘1 53$‘t—e ou Au nNay” Grq.aréqft ‘l"m or g!‘/'per\,(/,:e ﬂ-JVCrSGZS O,I:ff('t Auﬂ'ﬂ—ﬂ
bOBES’ s bhe pretection of b -
‘ o ghiS-EN Uman dignity as well as menta

| . AT systems and the environments n which Hreq [ and péb..s:(o.l infegrity;

operale pyust be safe and secure.

% Fairness

Subgwﬁve dimensian:

.ensuring epual Md Just distribution of bath henetits and costs

,ensuring that individuals and groups are free from unfair bias, discriminedion and stigme
t-,‘S‘.-t’f‘a"’I £ ke
L romatiﬂ{j?“ﬂi "Ff"""tlzn.:tg in 1erms of access o education Joods, services and Pechnology,
never Le ding FeOPf? eing deceived gr unjustitiably mpaired in their freedam of <hoice;

. Al f-‘,ct':t:oners should reipecf the prf'nC‘,-pfe of Pmﬁ‘rtrana.&!:j bet weer mears and e,,_,,’;’ and
consider caréfully hew Lo balance competing interests and objectives.

Procedural dimension:

,on-.bl'(r?fg to contest and seek effective redress against decisions made by AL Systems and
,.bg-fbe humeans operating them),

, in order to do 50, the entity accountatble for the decision must be identifiable, and 1

| gjon-maKing processes shou(d be explicable,

Exgﬁ(‘n bility

| _1;9_ ensureé contesta bility:
1 |+ processes need lo be transparent;
Ll the capabilities and purpose of AL systems openly communicated:;

- ‘_g,‘derc_‘iSf‘O,ﬂ_S' Za t"e’ 6)(2‘@7&" FOS‘:'-éch E”“Pfﬂ-iﬂq,éle v t/;c?e. ://rf_cﬁj MJ r'nc{r?‘gctfﬂ afﬁ&'tf';g’_
| However, dhn exf@.na,t?bn as Za "(/}"5 « madel has g’:ner‘a.f'ea/ a Fo,r‘h'cu&.r oulpul or decision G rd ot
R fémlu'nmtfoh of input factors conlributed - t%a.t) /S net Q/w%g— oSl :
L ather explicability measures (ef. tmceaér/r'tff, awditability and transparcné commuanical®on
|__en system capabilities) may be required, provided that the sqstem &5 a whole respects
| fundomental vights; .
| . the degree to which explicabidity /s needed is highly dependent on the contaxt and the severity
| of the consequénces if tha't oulpul is errovieaus or atherwise ina ccu ra.te.

I =

tf)éreare fensions between the principleS (eg. automated surveillance system can prevent
—+—  harm but h.[solum/efmf'ne human @dlonomy).

@D Require ments of trustworths AX

Eird }‘/gmﬁn a. ence and. oversiphl (including fundamentad r.y/.z‘:) .
& Z-'Bch'm:.;a.; raégtsfneﬁ and safety (including re silience 2o aWack and Sgeurity fall-back plan

dnd. abili. ducibility)
' dnd general safely, aceuracy, reliability and reproduc i1ty - : |
+ 2 Privacy and date. governance (ingluding respect for privacy, quality and mteprity of data,and

o aecess to dntn) =TT 5 S0 0 7 Vg |
| [ ¥ ¥ ge i §. la : A [ tron) =
bl b ok o | fedlgl tirakea bility, expdtinabilily and cemumun. gakioh, =
15.b .é:v_érfg:;m;i.ggﬁﬁnfm; und fairmess. (including the aveidance of wafair bias, accessbility |
S o S Y o bl articpation) | P
B wf’wyfrutr:;ﬁ;ﬁ;,,:zitf;ﬁelz-&eﬁgpfir"t“"'”!' smmgab[ﬁfg and an‘r-nmenta.[ fPlEﬂJl!MSS,I

£

- #Accountability (including auditadility, minimize 1M

I

[ | |
Lobob Lobod Joakepto) i
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H..‘;‘;""" agercy and ovdrsa‘!_la_é

AL systems should support humen autonomy and ‘
* fundamental rights = human rights assessmenf? .
* human agerey =>users should be able to maKe infarme
systems,;
5 Aumq,n aversight =5 it helps ensuping that an AT system

s other adverse effects ;
or causes other Ly humep - in- the - (008 {HfTL)

huma.n-on-t/tbloof (HOTL)
h%ma,n~;'n-cammo.na/ (HIC}-f-Fo{H:’C controls
+ technical robustness and safety = AL systems should be developed with a Pre\'/Entqz‘"Vg iy
ach to risks and in a pranner s.Z. they reliably behayy
ntended while minimising unintentional and “”C*Pe:;:
harm, and preventing unaccepfab(e harm. ¢

Technical robustness and safety

decision-maling, therefore they Shoul) Sup
P:,!

d autonomous declsions rfr?ad’d{n{ )
I

does net undermin€ human 4,4
M
1

AL systems should match the follawing criteria: -

*resilience fo a.'tfa.,cl( and Security = fheg should be PmtecteJ a-ga,inst Vu[nembi[:t:ﬁs that cay

| A allows them to be explorted by adversaries;

“fallbock plan and general sately = they sheuld have safeguards that enable a fallbeck pj,

: m_case of problems,

s acturacy => they should hawve the ablity to maite coryect sudgements, for example to corp,
ly classity information inlp the proplr categories, or its a bility fo make corm,
predictions, recammendations, or decisions based on data or models;

» reliabili%y or reproducihility = the results of AI systems should bhe reprodu C[Mé,ds we(|

as reliable.

Pr',w,q_ and data governance

_ Prevention of harm necessitates privacy ond data governance:
- privecy and data protectian =5 AL systems must guarantee privacy and data protection
, k. _ __ throughout a qstemS entire lifeceycle; |
I T 7«.0-[{55 and integrity of data = data ysed to raina sysZem should not contain so crally con
: dt ol M} - structed biases, inaccuracies, ervors and miStales ) '
+ 8ceess to data = data protocals governing data access should be put in place.
. (114) Transparency

This reguirement s c{aselg linked with the ppinciple of éxplicability:
+ traceability => the da jasets and processes that yield the AL System’s decisions should be doc
s e ‘mented; 1 ! B WSS S !
e ?xp@'n.d.éié?s =5 ﬂ(e.éec/:.nicg[ processes of an AL Sgstem: and the related human do cisio
e d should be explainable; : foad
« cammunica lion => humans have the Ng/ﬂf 2o be intermed that :ﬁ'}leg ‘re interac l'ﬁ'nf with an
0] o I T AI system. b oiaal ol i . | '

Tl it b alide b A |
L\ mast gng.b_jlg.incf;‘.iu.s.‘m,afnd diversity fhrpughawt f4e=_.e¢f,fre'541¢ system s Lite cycle:

- .F.Vm:f;an_ce‘af‘.urrﬁo.:lr bias = pre.VEnf:um'(ftena‘_’eJ inJ:'rcctj_Phe;u‘{;cé and discpimination a,gu'nsﬁ
I ——1 '_. ol ek 5 ho: __Ce'f_'td.;'ﬂ !I“OILPS O‘V‘,APEQP (G, poi‘ent{a[(g e_.:(aer$at,ng prejudice. an
7 3 e o e N M A T YN m‘;"f\f"”(“-a‘“'t"?'l{dde- to data oralgorithms; - T i
|l :Lc.lfes;..bf.[:rg;_ and unjversa.l design = AT systems shauld be user-centpic and designed in a E‘W‘y[&
o R 0 :fégff oll pecple ta use AL products or services, reger™®
e L L L OF CAdir age |gender] ab/ieils : teristios; .'
A i_ﬂ&hallfafecs_pn.J'Dé‘fpa‘l‘wna)ﬁfﬁgfhcm i uf J'rff:, ) , 0-biliries or characteri ’ " Jehald

. | | ik : | ‘1 at
e gene “i},’f‘"g”t of ;5°§:@( pa.ftﬂer: m |
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g~ Mg‘.@ 1{33;!4 tea é = the Jteﬂé? Jed;gmnj Jevtlopm; t‘estrnf, marrhml! Jdpfa
=y Mw- T' | L ying and Pﬁamm; these syszems should reflect the .
| ﬂ‘wﬁﬂ.ﬂléq :zfaut-s * d,m’ of Sod‘:efy m jug ra/. L

. s LR |
..'J”f'ﬂ ERE | Ui S

mg tthm;mnmmtal Fr.enJ.
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e !ﬂlL i{f-f, AS __mt cqa!‘ m_rg_ ﬁpﬁﬂnijlﬁg"peﬁr_#i& 4 LlLJZP—‘ Wbﬁf e.. s_ﬂl;{”&_‘ -
ﬂiifua; ot _my Frnger. I‘ﬂnrq,ltf (s a mg.#rr of senziment (af {mpartial Spectq.f‘e?“.:?) LA =
-Kw “We can gmﬂm.,,t isimoral 2hrough our reasan 000 O O O T T
“We can Know what /S morad through our intuition. 3 O IO W ‘ =




@ Hora lity and disagreement

tion mifration, capital ‘
e IPtbr oLt Liein lnlocd bor widespread disagreement (e.g. on abortion mif pita Pumr),meh

humanifarian wars). ,
» However there 5 somit thing on which everyone may apreeé:

. is it wrong %o Kill innocént F“F{e?
. b ;"t“ u‘u‘a{‘ ;rang lt:rouc _? aga.n, it J&FCHJS on ﬂlz ssﬁao{ of Ma%ﬂ:t

*is il yuswally wropg te harm?

@Pf’o-tﬁ.ﬁfo (,nJ ‘a,ll-fhr'nts- CanSlldef”ecJ“momz J-U—JtEQMEﬂt

. f‘{M(ﬂ mom_[ Prescr,-le'-o"S are Jgfea_siéle, tj_‘ey 5£-q,te geneml Pro.posﬂl'f'ons that are S(ASCEPLMQ
of excceptions (vg. to lie is generally wrong, but in Some ‘sifuo.,trans rf.:imjjwe 'a.io;_rs.on-: Ly
« 1’5 preferable o have a Yobotic agent that twk’wes as defeasible => primé te.cie dup, °

%e Vr'"!llﬂq,[ marq'[ req sen in fa'uour" OF Q’o,‘n! o Cef‘fc\,,n
act can be oufwel!heo’ ég other (mere ‘lm}"’ff“"’t) morel reasons (bavid Roy;

@Ham [ty and other norma.tive systems

*Law => there /s an overlap between law and moralils, but it ’s nol cvmpéﬂfe-, s there cq
be lega/ immoaral gclions as well as moval jllegad aclions.
« Religion => seyveral open questions (assuming God €xists).
LL> does critical morality include all and only what hasbeen commanded by Gy
J,-'J Goc/ camma/m/ Some ﬁ'”’f because f'ﬁ’ was mam[ (rwtiana, /JSM), ar J;d
anything beceme meoral for having been commanded by God (Vﬂlmnfwr,-Sm)?
are atheis?s necessarily amorel/immaral 7
2 Trd.a':"f‘rbn y .
. Selt-interest = morality and self-interest may collapse.

(B Consequentia lism
* An action is ma.maﬁ reyw'recf ; : J‘{J:fe ah adly
LifF it delivers the best eutcome wir.t. its ellernatives; balood a4 its i
«iff (TS good outcernes outweigh its negative outcomes to the laxgest exlent ; outcomes |
- ff it produces the highes? utility. , i i
* Hora (ty can thus be seen as an op timisation problem. : 1

+ Severn| jssues: ol a-.
. what axe the good and bad things tv be masxim/sed?
+ how many are there! e |30 3| S A AP T
a e h,owﬂmcien—d Of f/)em ma—#Ef'S-? — — - — -
e can w?e construet o Single utility function combining gaims and losses aver muffip[e veluable
_foa /s Labaladastcilod shul thalage 50 01 N K |
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FoagremywwiEAREEEITESREETEREEREEREEN P
’_;RGF:‘JI”EF!.C@ d—ﬁprao.ch‘for_Caﬂ.s.e};ugn_ﬁn.;l.'sfsf__,i___. - ek s AL 4 | | bl
+ “Aclions are right in proportion as 't.’}zdg___‘ ’iJ_vi{g b m: e 4 ' 'h ezl i A Y HJ o PLY

i ;.u;_n’uceth&erSLaﬁhaﬂthﬂjs-_:Bé_hmp;p'ﬁ 'y ﬁm}l’ o 1 e R P f

i St’*i#-‘m”‘ ‘ﬂlewiiflq-apd.rﬁppq.bsem&aﬁpy‘n;g by Ul

" happiness, pain, and the privation of pleasure® ( seremy bent - 10| Praint
o 1ild 'zﬂméxm?;aqlg;;;“+i_-lw,,£__4;f{_____%i ;_}L J chLIJnL.:{mmim:ZZLFﬁ/
* Utility =D hapgpiness hn.m!rijfaécé,‘feﬂj-af_ibahs/ Ay e e N R E
T O O 0 0 T o g o N R0V 5

1 —y
|

i bue inke 2
B0 D S S

| | 4

~ farianism is nal egoism, since| the ,,fh‘[.z%_.ffewg,.'

= i B ——




| a1 g5 |
, pdvantad®>- -
.A&ancefw"’a‘i simple;
, egalitarian (eve":f&mfy s ut‘,‘(,cy counts 11 the same way)

: g ba s, ntwiti '
ts W,fh :am_e .ﬂ,SJG witions ma ki P 1 : cyiler is bad)
X5 oy case it is Nerkasle. (making people happy is good, maKing them suffer is bnd)

we Versions of utilitarianism:
a1 Yt literianism
4, e O oo the actlion that maxim
do the eplinitic action
). Rule Uzl tarianism

b follow the rule the consist mpr ,
E"’?tv 4 ) (mises fl /; L
Z‘fadaw the optii f lc pule T 4 B

585 f;[{fg

N Eg In ftu[e é/z”:i:jl‘atzf'a,m'.?m e mLW/q,yS follows a certain rule (W‘fﬁg exceplions), where,
| as 17 A.z“ tl‘ ta'r"a‘?”m one must decide each time haw ta act; for Such reasen,
Rule Utilitariarism is considered more feasible

v In genem«i AL systems are built avound simple utility funclions that e Lo ¥es into
gccount only @ small subset of variables,
L Jssues with Act Utilitarianism :
| . of fen we do net hove the information te colcwlate the aullcaime! of old@cidion -
[ e could use the consequences of an action ¢s o sfandard for asse s;.':-,g it (reword mech anism);
‘ . itis loa a’emq.na'r'nf}
*' : - L$5/muu Ig;‘ve te the Poor all that I Aaue abowe the minimum that allaws me to survive!
| Shauftl I give the same mportance Zo evergbao/g, regu‘/(ess of their connect (9n te me? |
- i5 (6 ol ta harm some peap/e for the greater benefit of others?
: '_a-ﬂ,ufi[f'fd-rl'l-" Coufd S0y that the cases n which utditaran;sm seems to fail are nol realistic,
. and that there's no real contrast betweln ytilitarianism and mainsiream moral beliefs.
~+In Rule Utilitarionism, an action is marally ripht just because (t is required by an aptimfic
. sacial rude, the general campliante with which would provide the highest utility (€.4. it is gene,
rally ok to tell the Zruth, not to steal or nat ta Kill).

:-f l;‘éreré;vqg &éxcepfr'onq,[ cases in u‘zhr’chf the rule daes not deliver.

: wlm:i r’f,n-noff -aﬁer‘peéf?& are ,,ot'Fol/?Wf'ng such rule? Showld I stop fa([awfng it too?

T Bael oA At o
tan action may deliver benefi
: ___Sn,ffon_);_...._: S e |

i

| 1 _
| LUtilifarianism fayours modest redistribution of weo.[th since the same amaunt of money gives
L L ek wlility 2o the poor than 2o the rich (hwever, the impact of red;stribution has ta be considered)
L wealth wasximisation, adopted by same economic approaches, aims at maximising the wea (th in
. sociely yegardless of distribulion.

¢ to some and detriment of others (utiltarianism vs wealth masimi_

Fﬁﬁfﬂfl&prﬂém. o o O N T |
: mEane . //—*? if you do_nathing, S peaple will die

| 1 O . . O P A o, : , | :
_ﬂ ‘ | | intended effect
’ > i You pull the Lever, you'll souve S peaple but '
| gou'll indirectly iﬁf 4 persos (principle of double ieect)
- || 37J€ &ffecr NS T o e A S|
pPR 7 e A AT

PRsing every persan is innece A A TR TS
g s }~ffo.£rmm{%_mria.n;t1.- you could push- o_fat man, directly Killing him, in order e sthy. thetrain
—a xI-t'ﬁ,u.sé_szv,yﬂe’H,.[—MJ,L,;Qe_awZe...._,‘_._ [ Y S S R 5 NGB A i 19 S T T —t——

] Sa utilitarian would push the man, since posilive ou t‘éé*n?a&#c&hfﬁﬁ@#f&

5 gru st the man a5 & meent faachie gourgeal

;uti.}_e__i'qui‘;g:tng&_
e
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—_— | | |

b
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is| similar te The previods cast, with the enly difference ¢, the

tThe fflao.f’ V,'Uq,{n“ va,(;ﬂrnt

___man is ev.l. G

* The trolles problem is very relevant in autonomous driving,

should decide wahase Llives prioritize. '
« Apother variant is the Surgeen caSe (Tudith TJarvis Tha.mso”z{' £ o different argom, cach

. Abrr'(/imf trg,n:pla.nf S“_r’egn has five Patf‘fﬂtsl each in néeé o 0'2 5[ 4 erpirm’;_ of WIAQM

will die without thet organ; wunfortunatels, no orgons ore arattd e i iy of the,,

five fransplant operations. # o , orks :

A healthy young traveller, just passing f/”""“.‘”' the ¢ty In W/!N/’téhej‘?‘tor :’ ;Zr’t: ;?m” LE:

a routine cheeKup; in the caurse of doing the c/reoh’upl the doclor discover at his orgq,,

are compatible with all #ive of his dying patients.

* Suppose gurt‘ﬁer that | it the young mam were to Jr'sappeaf;, s wou ld g.“SPe_ﬂfthe dactop,

would you sugport the morality of the doctor te xill that fourist and provide his healin, orga|

to thase five dying people, thus Seving their Lives?

sinct éhe Q,LAZLOHomgLL: VC}]'[
l(r,

or

- .

G a wilitarian weuld Kl the man

Another approach | |

« Con Séqmtm,k;z}; hold that choices are to be ‘mara.ﬂg assessed salely by the states of atfairs the, ;

bring about.

* On the other hand, deontolagists hold that
Consequences =‘>‘,z,££e right jas Pr‘:‘cr:fg over the yaad{‘\‘,
mity with o moral norm which orders or gpermits it. i

* The 10 commandments are an examgle of deamtology.

- Bavid Ross comceived seven prima_ tacie deontological dulies: !
1. Fidelity =5 Keep promises, be honest and truthtull - ,
2. Reparation = make amendS when having wronged Someone _ |
3, Gratitude = be grateful to others when they pertorm actions that benefit us, and Z1y to retum|

‘ the favour
4. Non- injury (or non-maleficence)= refrain from harming others, physica lly ar psyshalogicall
roye their health, wisdom  security, happiness {

terfain actions are good or bad regardless of their |
what makes o choice right is its confor |

5. Beneticence = be Kind 2o olhers and try to imp
. | and well-being

€. Selt -improvement = improve auy own .Wea,ltéf wisdom, Ser;r.o'/r‘.-'z‘g;‘r ha.ﬂpmesr and u/g[[—!reiny

7. Justice => be fajr and distribute benetts and burdens Eyuq,lég and even[g 1

 The “golden rule" is o “treat others as gou would LiKe ta b€ Zreated " (Kantian ethics),

-

-

—» 3 b;: ARTIFAc TS HAVE PGL!TICS?

_Qg ﬁ«r:?zlr‘fq.p_ts_t _A@y_é_ po litics ? ( :tq[k').'

A f;tl'_f‘a.df :77 rﬁum‘a.,h - ma.de oéi'ﬁf.tf-

' Rebert Hoses” av.erpa,sses,m an exan LeaF artifalcts with du linherent poliztcall hndl socialbis§
|+ Ko ber?_Moses (1€83-1881) was a very influential and contested urban planper, Z‘
+He designed several averpasses over the parkways of Long Island which yere teo law ta accamodt
(P07 IR N R BT A T G O 15 B A N9 N W m | | |

Pty ,e:cF[C whe could afford a car (”'” ﬂ‘f;eﬁ" days, generally not 4fro,—ﬁm6r:'ca,n5) could 6‘70-9'1‘1
!__: ass below them and access Tanes Beach Island. | e = | |

|+ According to evidence provided in Hoses! biography, the reasons behind such choice reflec
7 Y R R M R
ji'k&_fad" e o B 7 1 was %o Limit access of racial minorities and loy-income groups t°
E ;Be'u.ah,. Iases PKALC.,,PQ,«K'.” :7 : b g opd :

z Hoses' %

Jonts

s < A g N A 1
= ST e TN T ey ‘ Ll gl )

i e —— el
@Horolizing technologies | | | | | W=
chnological artifacts can be politically or morally charged.
d not consider morality as o solely human affair but also as o matter of things. ..

are bearers of worality, as they are constantly taking all Kinds of moral Jeasio" 1o




4 /:""Zef(j‘e:g'» moral decision of how tast i of |
,;/Pejipna'lagi%l mediation: S erives isetlen delegated to speed bumps)

Lo i ¥ " that wh :

it s the phenamen at when techno! 'y - -

i ;t‘.éns S user;o %€ 1€5 (ulfill their functions, they also help Zo S/m,"e
. echnologies are nol neulm] “inte rmed,apies

j Lut ﬁ?ey are p'mpa,_otful mea/r'wfars th £k

simply connecting users gith their environment,
bo shaping how people use technologies, how They

b Olrsfetrnc ultrasound is net sim
.9 Obstetr
! _y;ﬁsiﬂé, but mediates #

" trenslations:
. ultrasounds isdlate the fetus fron, ¢ ;
i Y I 4 F ¢ LV /

| laon fﬁakf:ca,/ St'fa_,tu; as a. fef’ﬂ—r‘ai“e liwngféﬂ:j;{:‘éoa/ﬁr promelting a,nc/ g,v g L o new
i""'“”ztm;?.“:j place the fetus m‘ the context of medical norms, translating pregnancy into
| |_iamedical pracess, Zhe fem:. inta o possible patient, and congenital defects into preven,
Tagak ‘a‘,ﬁlje- ;uFFer: ﬂgs ‘(pr‘esinamg as e gracess of Aa/ces_).
-‘-"""'Ta"’iu@’u’ﬂ' ' ul‘fz‘n‘l.sauna/; play an “m,JHVLZEﬂf iole as they may botl encouragl abor tion (ta
Bl ;f--ﬂmge"t S‘f‘FP er'm,g;) and discourage it (emotional bonds).

i 4"’;[_3 a functional mean t male an unbarn child in the womb
CQlions belweoy the fetus and the parents yie o number of
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L. Aleahol lock for cars

5 1 *Two case studies:
1
| &. Smanrt shower head

@A[:ahaf locK for cars

* Accidents sqused by drunk drivers are still v@ry comman.

* Sugpase there exists o system which analyses
drunK, and in that case prevents the car Engine trom 3
drive and thus be a threat for himself and oZhers. - % /

' the driyer

* Someone may argue that such syster? Umits tao wmuch the frecdom ¢ ariyer.

/3. 2] Smart showerhead

fwtm{ 2/‘ the dfunk PErSoy,

{ Wanln‘? u’/a,fer 5 o Serious Pr‘oélerﬂ
| . §uppose there exists a sy stem whith q,ufamq_t:ca.llg
arder fa saue 507 of the daily consumption
* Sach Jewce (5 ézss Zrmtfmg fﬁcm z%c a,&.‘o/w[ /ock‘ atl

regulates the flux of water in the shog,, .

J thus s seen more pafzf, vely

‘ - in the £irst case z%ere i almdy a Z"‘W Sfa.'t"ﬂ! that anng MI(Q CJI"M)'?K{Z foro: «rn Wllerqu
the frr‘jt device is the ’”p/:”a"ht‘°" of

in the Second case there are no normsS; 'h other wrords,
' a Llaw, the second is just- a design cheice of @ compary.

’ @ Criticizing the moral characler £

i far the good (e.g. the alcohol lock).

. There is the fear that human freedom is threatened and that demacracy is exchanged for fed_m.@

ey e O 1 LS
: - reduction of autonomy perceived as a threatl % J:gniz‘g; pad
{ - technology toKinp control at the expense of humans.

- There is the risK of immoralits or amorality (form of moral laziness due to beha v iour-steering M

nologies). Shacad. at -t

+ Technolagies differ from laws in Limi L"rng humg,n freec/am 6ac¢u¢se é‘/aeg re nat the result oo .

demacratic process. o gy
+ It (s important te find a democralic way to meralize Zechnglqg e processes ysed to inser

must be transparent amd publicly discussed. T S A Ll

() besigning mediations sai b b dasB abile oA o d et __

_+ besigners cannot simply mSCh«be a Jesrred form of morabm,‘# *td-eh uteﬂ_ct

. In order to build-in specific forms of mediation in techna(ag:ef designers need to anticipate the futm i

mediating role of the tedmozag:es they are designing.

- Here, may Le anintentional and unexpecfel {-‘arms of miﬂeﬁon_(tg. eneq,“- say.n; Light t,u,lﬂsﬁ“

in places pr‘evmuslg lett unlit and hence increasing wgt-gg_wnsp‘mf,j,,n)

|® T!;c gffect;veness of Me mora.frzq,fmn d,lsa Jepeh